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INTRODUCTION

Over the last several decades, computing has grown from a small, expensive hobby to an integral part of everyday life. Nearly every aspect of our daily lives is governed, regulated, or made easier through the use of software. While this has proven to generally be a great benefit, it is not without dangers. Relying heavily on software means that in many cases it has become the weak point in the chain, the easiest thing to attack to gain access to private data and information. Today, keeping our software secure from attackers has become a growing concern due to this situation.

Security, however, is very difficult to achieve, especially now that much of the software in use daily is distributed solely over the Internet and is rapidly updated. This means that most testing time is spent looking for software defects, and oftentimes security testing is neglected or not completed at all. Security testing can be more difficult and time consuming than functional testing, and for the average end consumer, the relative secureness of a piece of software is a difficult concept to grasp, while defects in software are easier to observe.

One method of conceptualizing the vulnerability of an application is through its attack surface. A system’s attack surface is “the set of ways in which an adversary can enter the system and potentially cause damage” [12]. So, the smaller an attack surface,
the safer from harm and more secure the system. The channels that facilitate an attack include system entry and exit points (method calls), input strings, and data items (files). These channels are all considered attack resources that affect the size of an attack surface. However, not every resource is a part of the attack surface, only those that can be used in an attack are included.

Attack surface measurements are helpful in defining the security of a piece of software, but the attack surface is normally something that can’t be truly measured until an application is completed and running. At that point, actually addressing the issues found during the attack surface measuring is very challenging. It often involves redoing large portions of code, and would also require a patch to be pushed out to software users, many of whom would never install it anyway. Due to the difficulty of addressing the attack surface of a program after the program has been written, it would be very beneficial to have a method to gauge the probable value of a program’s attack surface while still in development, and even during the design phase, before any code has actually been written.

Design Metrics is a growing field of study in which a software design constructed as a UML model is analyzed and measured to gain insight into some property of the software. The number of different design metrics is large, but all are measurements of data such as information flow, size, complexity, cohesion, or coupling. Since design metrics give us meaningful information about software before any code has been written, it would be beneficial for a particular design metric to be found closely linked with attack surface measurements. Instead of waiting until a program is completely written, a developer could estimate his program’s future attack surface and make changes in the
design phase to improve it. Upon first release, software could be much more secure than previously possible.

Thus, in this thesis a strong correlation is sought between several different design metrics and the attack surface for several open source java applications to determine which is the best suitable as an early indicator of a program’s attack surface.
LITERATURE REVIEW

Quantifying an attack surface has gone through many iterations. One of the earlier methods used attack vectors [6]. An attack vector is a feature in a system that is often used in attacks on that system. Attack vectors can be many different things, such as a file with weak permissions, an unpatched loophole in software execution, a possibility of buffer overflow, etc. The particular set of attack vectors is different for each system analyzed.

In this early attack vector focused work, the choice of attack vectors was not systematic, and was completely up to the discretion of the individual who was analyzing the system. Typically, a security expert chose appropriate attack vectors to identify all possible attack points and ranked them in order of damage potential. Often not only would a security expert be required, but also an expert on the particular system being analyzed in order to identify it’s known security flaws and issues. While this method proved effective for measuring the attack surface of a program, it was clearly not practical, as it could not be completed by an educated security novice, or completed systematically, such as through an analysis program. It required expert knowledge of both security and the program itself.

The next method for measuring an attack surface adopted a qualitative approach. An input/output automaton was developed for a system, which allowed the easy
identification of channels of attack and attackable resources [13]. This method allowed systems to be compared to each other, but was ordinal and not truly quantitative, so it was impossible to determine how much larger one attack surface was than another. For example, you could say that program A had a larger attack surface than program B, thus it was less secure, but you couldn’t say that it was twice as large and half as secure. This method was helpful, but lacked the ability for such comparisons.

Finally, a third method built upon the previously mentioned qualitative approach to develop a quantitative measurement of attack surface size. This method still used automata, but added the concept of damage potential to effort ratios for each of the resources in the attack surface [12]. These were arrived at by determining how much damage a breach of a particular resource could cause, compared to how easy it was to compromise that resource.

After an appropriate ratio was calculated for each resource, all the ratios were summed together for each type of resource. This gave us an interval scale measurement, and resulted in an actual number that represented a system’s attack surface, with larger numbers indicating a system that was less secure. This made the attack surface measurement a true metric that was easily compared and correlated with other values.

Applying the above technology, Microsoft developed and released their attack surface analyzer tool early last year, which scanned a system and listed the threats to a program’s attack surface [1]. The tool first scanned the system to achieve a baseline. Next, the user installed and executed the program being analyzed. The analyzer tool scanned the system again. The difference between the second scan and the baseline scan was the attack surface of the installed program.
RESEARCH OBJECTIVES

The objective of this research is to identify a design metric that best correlates to attack surface size. Finding a design metric that strongly correlates will allow developers to predict their software’s future attack surface size during the design process, before any code is actually written.

Possessing a metric to predict attack surface size would benefit developers immensely. Rather than waiting until the first release of their software to measure attack surface, they can have an early predictor during design. Predicting the attack surface earlier would allow developers to be more proactive in identifying security issues affecting the attack surface. Changes during design are much simpler than trying to patch already completed software.

In the process of identifying a design metric that is an appropriate predictor of attack surface size, this research explores the appropriateness of each design metric for the task. Several metrics are compared and measured to determine their uniqueness, and what constructs of a particular system affect attack surface size.
MATERIALS AND METHODS

This study focuses solely on Java-based applications. Analyzing the same development language limits external influences affecting attack surface size. For example, this eliminates the possibility that one programming language tends to produce more secure code, or that the development practices of a particular programming language could inflate the source code automatically.

Java Applications

Several open source java applications are selected to be the case studies for this research. These applications are chosen to span a wide range of software applications, such as text editing, playing media, source code analysis, and email. The applications are as follows:

- aTunes version 2.1.0 – A full featured audio player and organizer, very similar to iTunes or Windows Media Player. [http://www.atunes.org/](http://www.atunes.org/)
- DavMail version 3.9.8 – A gateway that allows users to use any mail client with a Microsoft Exchange mail server. [http://davmail.sourceforge.net/](http://davmail.sourceforge.net/)
- jEdit version 4.5.1 – A text editor designed for use by programmers. It features plugin support, many customizable features, and syntax highlighting for over 200 languages. [http://www.jedit.org/](http://www.jedit.org/)
• Freemind version 0.9.0 – A mind-mapping tool that is used to track your tasks and to-do lists.  http://freemind.sourceforge.net/wiki/index.php/Main_Page

• Sonar version 2.14 – A platform to manage code quality, which checks for violations of coding rules and gives feedback on many aspects of a project.  http://www.sonarsource.org/

• Sweet Home 3D version 3.4 – An interior design application that helps you place your furniture in a house with a 2D floor plan and a 3D preview.  http://www.sweethome3d.com/index.jsp

First, the source code for each of these applications is downloaded. The source is the basis for the collection of design metrics. Typically, design metrics are collected during software design, and before any actual source code has been written. However, for these applications it is necessary to extract the underlying design by analyzing the source code itself, since design artifacts are not available. Then, from that extracted design, design metrics are collected. The advantage of this approach is that we are certain that the reverse-engineered design is a true representation of the current software.

Extracting Design

In order to extract the design from the source code, it is necessary to reverse engineer a UML diagram for each of the applications from the initial source code. Reverse engineering source code is a process in which a program scans through the source java files, and based upon the interactions and connections contained, a UML model is created. This model represents the design for each particular version of each application, had the designs been followed precisely.
Possessing both a UML model and the finished, compiled application of each project implies that design metrics can be collected from the UML model, while also analyzing the attack surface of the installed program. These two sources derive the basis for our comparisons. In order to create the UML models, MagicDraw 17.0.1 is used to reverse engineer the source code. Once each application is reverse engineered into a UML model, each is exported to an XMI file.

XMI stands for XML metadata interchange, and is a format that is typically used to trade UML models between different modeling tools. XMI is XML based. Opening an XMI file in a text editor presents the XML tags of the model. These XMI files are the input for the SDMetrics design metrics tool. The design metrics tool analyzes and collects the metric values from the XMI files.

**Collecting Metrics**

After the XMI files are created, metrics are collected using the tool SDMetrics ([http://www.sdmetrics.com/](http://www.sdmetrics.com/)). SDMetrics is java based, and reads in a source XMI file, then reports back many different metrics.

Five metrics are chosen based on the belief that what they measure is likely to have a significant impact on an attack surface measurement. The first metric analyzed is NumCls, which simply counts the number of classes in a package. Totaling up all the packages’ NumCls values yields the total number of classes in the project as a whole. This metric gives some insight into the size of the application as a whole, though it does not take into account the size of each individual class or the number of operations each class performs.
In order to consider the operations, the metric NumOpsCls is included for consideration. It totals the number of operations in all classes. This metric is a slightly more accurate size representation. The NumOpsCls indicates how many operations a class can perform.

The next metric that examined is R, which gives the number of relationships between all the classes and interfaces in an application. R essentially measures the complexity of the application, and is included to determine if a complex application with many links between classes leads to a larger attack surface.

Finally, two coupling metrics are considered, Ca and Ce. Coupling is the degree to which elements in a design are connected. Ca tracks afferent coupling, or the number of elements outside the given package that depend on the internal classes within the given package. Similary, Ce is efferent coupling, or the number of elements outside the given package that classes inside the package depend on. Both coupling metrics are included to determine if many dependencies lead to a system that is less secure, and thus possesses a larger attack surface.

For each java application’s extracted design, the metrics NumCls, NumOpsCls, R, Ca, and Ce are collected from the XMI representation.

Measuring Attack Surface

The Microsoft Attack Surface Analyzer beta version is used to measure the attack surface of the java applications. To calculate the attack surface with the analyzer, a baseline scan of the system is completed. The application to be analyzed is installed and executed. Next, another scan is completed. Finally, the analyzer completes a final report on the attack surface by comparing the differences in the two scans. Any changes to the
system are a direct result of the application installed, thus any changes in the attack surface of the system as a whole are from the installed application. The final report displays the possible security issues the installed application introduces into the system.

The analyzer scans for items such as running processes, open ports, new firewall rules, directories with weak permissions, and other unsecure events or states. The analyzer assigns a severity ranking to the security issues found, which represents the ratio of damage potential to effort value mentioned in the literature review. Security experts could assign different values to better represent the true damage potential for each individual application, but in order to keep each application equal for analysis, the default values are used. After each application is scanned and a report is generated, the issues are totaled to get a measurement of the attack surface for each java application.

The attack analyzer output for Davmail can be seen below, and the analyzer output for the remaining java applications can be found in appendix A.
### Directory Permissions with Weak ACLs

1. **Weak ACL on C:\Program Files\Outlook** allows tampering by NT SERVICE\TrustedInstaller.

   - **Description:**
     The ACL on the directory C:\Program Files\Outlook allows tampering by NT SERVICE\TrustedInstaller.

   - **Details:**
     - **Path:** C:\Program Files\Outlook
     - **Weak ACLs:**
     - **Account:** NT SERVICE\TrustedInstaller
       (S-1-5-50-9500000580-3051828204-1012025320-12271474846)
     - **Rights:**
       - \*
       - \*
     - **Actions:**

2. **Weak ACL on C:\Program Files\Outlook** allows tampering by NT SERVICE\TrustedInstaller.

   - **Description:**
     The ACL on the directory C:\Program Files\Outlook allows tampering by NT SERVICE\TrustedInstaller.

   - **Details:**
     - **Path:** C:\Program Files\Outlook
     - **Weak ACLs:**
     - **Account:** NT SERVICE\TrustedInstaller
       (S-1-5-50-9500000580-3051828204-1012025320-12271474846)
     - **Rights:**
       - \*
       - \*
     - **Actions:**

### Registry Keys with Weak ACLs

1. **Weak ACL on registry key HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Uninstall\Outlook** allows tampering by BUILTIN\Users.

   - **Description:**
     The ACL on the registry key HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Uninstall\Outlook allows tampering by BUILTIN\Users.

   - **Details:**
     - **Registry Key:** HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Uninstall\Outlook
     - **Sensitive Values:** \*
     - **Weak ACLs:**
     - **Account:** BUILTIN\Users
       (S-1-5-50-646)
     - **Rights:**
       - \*
       - \*
     - **Actions:**

2. **Weak ACL on registry key HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\App Paths\Outlook.exe** allows tampering by BUILTIN\Users.

   - **Description:**
     The ACL on the registry key HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\App Paths\Outlook.exe allows tampering by BUILTIN\Users.

   - **Details:**
     - **Registry Key:** HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\App Paths\Outlook.exe
     - **Sensitive Values:** \*
     - **Weak ACLs:**
     - **Account:** BUILTIN\Users
       (S-1-5-50-646)
     - **Rights:**
       - \*
       - \*
     - **Actions:**

### Processes With NX Disabled

1. **Outlook.exe (Pid 10156)** has the NX setting disabled.

   - **Description:**
     The process outlook.exe (Pid 10156) was detected with the NX setting disabled.

   - **Actions:**

2. **Java.exe (Pid 10180)** has the NX setting disabled.

   - **Description:**
     The process java.exe (Pid 10180) was detected with the NX setting disabled.

   - **Actions:**

---
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## Service Information

<table>
<thead>
<tr>
<th>Program Name</th>
<th>Command Line</th>
<th>Process Flags</th>
<th>Account</th>
<th>Executed...</th>
</tr>
</thead>
<tbody>
<tr>
<td>osvboot.exe</td>
<td>C:\Windows\system32\osvboot.exe</td>
<td>Kill-3.1.1 (L2)(3B)(6)</td>
<td>LocalService</td>
<td></td>
</tr>
<tr>
<td>wsfing.exe</td>
<td>C:\Program Files\Windows Media Player\csingle.exe</td>
<td>4.0.0.0</td>
<td>LocalService</td>
<td></td>
</tr>
<tr>
<td>wscript.exe</td>
<td>C:\Windows\system32\wscript.exe</td>
<td>Kill-3.1.1 (L2)(3B)(6)</td>
<td>LocalService</td>
<td></td>
</tr>
<tr>
<td>daemon.exe</td>
<td>C:\Program Files\Media Player\csingle.exe</td>
<td>4.0.0.0</td>
<td>LocalService</td>
<td></td>
</tr>
<tr>
<td>java.exe</td>
<td>C:\Program Files\Java\jre-1.6.0\bin\javac</td>
<td>Kill-3.1.1 (L2)(3B)(6)</td>
<td>LocalService</td>
<td></td>
</tr>
</tbody>
</table>

## Network Information

<table>
<thead>
<tr>
<th>Port Type</th>
<th>TCP</th>
<th>UDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>All New Port</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>Running on System</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running on Local Service</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running on Network Service</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running as Other</td>
<td>18</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Port Name</th>
<th>State</th>
<th>Process</th>
<th>Account</th>
</tr>
</thead>
<tbody>
<tr>
<td>0004/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>0005/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>0006/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>0007/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>0008/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>0009/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>000A/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>000B/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>000C/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>000D/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>000E/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
<tr>
<td>000F/UDP</td>
<td>Unknown</td>
<td>wscript.exe</td>
<td>(PO) 5660</td>
</tr>
</tbody>
</table>

## Firewall

<table>
<thead>
<tr>
<th>Name</th>
<th>Direction</th>
<th>Protocol</th>
<th>Local Endpoint</th>
<th>Remote Endpoint</th>
<th>Enabled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java(TM) Platform Binaries</td>
<td>In</td>
<td>TCP</td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td>True</td>
</tr>
<tr>
<td>Java(TM) Platform Binaries</td>
<td>In</td>
<td>UDP</td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td>True</td>
</tr>
</tbody>
</table>
Analyzing the Data

After collecting the design metrics and the attack surface measurements for each java application, the correlation coefficients are be calculated between each of the design metrics and the attack surface measurement. The correlation measures the relationship between the attack surface measurement and each metric value obtained. These values determine if it is feasible to predict the attack surface measurement from the design and if further research is warranted to analyze other systems.

Correlation coefficients range from -1 to 1. For correlations between two sets of data, a value of 0 means that no correlation whatsoever exists. If you have a value from one set, with a correlation of 0 you can make no assumptions at all about the corresponding value from the other set. If the correlation coefficient is positive, however, it means that as the values of one data set get larger so do the values in the other set. Similarly, if the correlation is negative, as values of one data set get larger, the values in the other data set will get smaller. A correlation coefficient of 1 or -1 means there is a perfect correlation between the two data sets; if the sets were graphed as a scatter plot, connecting the dots would yield a perfectly straight line.

Typically, a correlation coefficient from .85 to 1 or from -.85 to -1 is considered a strong correlation. In this context, it would mean that there is a strong correlation between a given metric and the attack surface size for this data set.
RESULTS

The collected metric values and attack surface measurements for each of the java applications can be seen in Table 1.

<table>
<thead>
<tr>
<th>Application</th>
<th>NumCIs</th>
<th>NumOpsCIs</th>
<th>R</th>
<th>Ca</th>
<th>Ce</th>
<th>Ca + Ce</th>
<th>Attack Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davmail 3.9.8</td>
<td>340</td>
<td>1494</td>
<td>261</td>
<td>491</td>
<td>373</td>
<td>864</td>
<td>33</td>
</tr>
<tr>
<td>aTunes 2.1.0</td>
<td>1034</td>
<td>5627</td>
<td>1169</td>
<td>2921</td>
<td>1809</td>
<td>4730</td>
<td>33</td>
</tr>
<tr>
<td>Jedit 4.5.1</td>
<td>807</td>
<td>5702</td>
<td>1695</td>
<td>2233</td>
<td>1023</td>
<td>3256</td>
<td>19</td>
</tr>
<tr>
<td>Sonar 2.1.4</td>
<td>2464</td>
<td>13780</td>
<td>3581</td>
<td>5123</td>
<td>2737</td>
<td>7860</td>
<td>54</td>
</tr>
<tr>
<td>SweetHome 3.4</td>
<td>475</td>
<td>3110</td>
<td>827</td>
<td>1130</td>
<td>593</td>
<td>1723</td>
<td>12</td>
</tr>
<tr>
<td>Freemind 0.9.0</td>
<td>641</td>
<td>4371</td>
<td>829</td>
<td>2430</td>
<td>1412</td>
<td>3842</td>
<td>26</td>
</tr>
</tbody>
</table>

The correlation coefficients are calculated for each metric and the attack surface as two data sets, yielding five different coefficients, which can be seen in Table 2.
Correlation Coefficient

<table>
<thead>
<tr>
<th></th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>NumCls</td>
<td>.8192</td>
</tr>
<tr>
<td>NumOpsCls</td>
<td>.7505</td>
</tr>
<tr>
<td>R</td>
<td>.6777</td>
</tr>
<tr>
<td>Ca</td>
<td>.7334</td>
</tr>
<tr>
<td>Ce</td>
<td>.7718</td>
</tr>
<tr>
<td>Ca + Ce</td>
<td>.7491</td>
</tr>
</tbody>
</table>

The first observation is that none of the correlation coefficients are .85 or greater, indicating that the relationships between each metric and attack surface are not strong correlations, and none of the tested metrics are a strong predictor of attack surface size based on the previously stated baseline. Despite not achieving the .85 benchmark, each metric except R is .73 or greater. Therefore, one can conclude that at least there is a positive correlation between the collected design metrics and the attack surface.

Surprisingly, the metric with the highest correlation coefficient and best suited according to correlation value as a predictor of attack surface in these java applications is NumCls, or a simple count of the number of classes in an application. More sophisticated metrics, such as the relationship metric R or the two coupling metrics, actually have less positive relationships. This result seems contrary to initial speculation, as a program’s complexity might lead to more areas to attack and vulnerabilities.

**T-Test Analysis**

A t-test is conducted to determine if the means of two different populations, each of the calculated design metrics with the attack surface measure, are statistically different from each other. The T-tests answer the question whether the statistical relationship
between the design metrics and the attack surface measure is real or just the result of chance. All of the t-tests are significant at the 0.05 level, and Ce and Ca are significant at the 0.01 level. The p-values for each of the t tests are listed in Table 3.

Table 3: T-Test P-Values Pairing Each Collected Metric with the Attack Surface Measurements.

<table>
<thead>
<tr>
<th>Metric</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NumCls</td>
<td>0.0154</td>
</tr>
<tr>
<td>NumOpsCls</td>
<td>0.0114</td>
</tr>
<tr>
<td>R</td>
<td>0.0173</td>
</tr>
<tr>
<td>Ca</td>
<td>0.0077</td>
</tr>
<tr>
<td>Ce</td>
<td>0.0070</td>
</tr>
</tbody>
</table>

Eliminating Outliers

In an effort to obtain a stronger correlation, Ca and Ce are added together for each application, and are treated as a single metric, which can be seen in Tables 1 and 2 above. This is a total of all coupling in each given program. However, combining the two metrics does not yield significant improvement over either metric alone.

To further investigate the findings, the scatter plots of each metric vs. attack surface are examined in Figures 1 through 5.
Figure 1: Attack Surface Size versus the Design Metric NumCls Value.

Figure 2: Attack Surface Size versus the Design Metric NumOpsCls Value.
Figure 3: Attack Surface Size versus the Design Metric R Value.

Figure 4: Attack Surface Size versus the Design Metric Ca Value.
Analyzing the scatter charts, specifically those of the coupling metrics Ca and Ce, it becomes very clear that the results obtained from Davmail were outliers. For every analyzed metric, Davmail possessed the lowest metric value, while having a relatively large attack surface of 33. Davmail is examined further to determine the cause of its larger attack surface and perhaps identify additional constructs that can be exposed during design.

Davmail is unlike the other java programs analyzed. Davmail is designed as an interface between an existing Exchange mail server and any mail client. It works as a translator, swapping proprietary Exchange commands for standard compliant protocols. It is a singularly-focused tool that deals solely in network features and requires open ports, special firewall rules and extra running processes, all of which increase the attack surface measurement. At the same time, since it doesn’t include a mail client, or a robust user interface, the actual code is relatively small and compact.
Due to its size and efficiency, the analyzed metric values are the lowest of all the programs analyzed. The code does not possess much coupling or many tight, complicated relationships, nor is Davmail composed of an extremely large number of classes. However, due to the nature of it’s function, dealing with Internet email protocols and acting as an always running server process, Davmail ranks second highest in attack surface size, compared to the other five programs analyzed.

Unlike the other java applications analyzed, Davmail is a special case. Removing the values obtained from Davmail and reevaluating the correlation coefficients yield much stronger results, as seen in Table 4 below.

Table 4: Correlation of the Design Metrics and Attack Surfaces Excluding Davmail

<table>
<thead>
<tr>
<th>Metric</th>
<th>Correlation Coefficient Excluding Davmail</th>
</tr>
</thead>
<tbody>
<tr>
<td>NumCls</td>
<td>.9471</td>
</tr>
<tr>
<td>NumOpsCls</td>
<td>.9263</td>
</tr>
<tr>
<td>R</td>
<td>.8329</td>
</tr>
<tr>
<td>Ca</td>
<td>.9883</td>
</tr>
<tr>
<td>Ce</td>
<td>.9970</td>
</tr>
<tr>
<td>Ca + Ce</td>
<td>.9955</td>
</tr>
</tbody>
</table>

Every metric except for R has a correlation with attack surface that is greater than .85, indicating that the number of classes, the number of operations in classes, afferent coupling, and efferent coupling are all strong predictors of attack surface size.

The strongest correlation is Ce, efferent coupling. It has a .9970 correlation, which is nearly perfect. Recall that efferent coupling is the total number of elements outside a given package that classes inside the package rely on. One explanation as to why efferent coupling ties so closely to attack surface size is that many of the flows that a package relies on come from the external sources such as files, ports, and entities that are
evaluated in attack surface measurements. These packages that rely heavily on outside components operate in a large context, and a developer must understand a wide range of outside services, and how to properly use them. Using one incorrectly, or not properly understanding the consequences of calling it, could easily make the application’s attack surface larger.

Another reason that efferent coupling is linked so closely to attack surface is that every time a package calls an external service, it essentially opens an extra avenue of attack into the package itself. While not every time an outside service is relied upon will make the application easier to attack, many will, and the developer is then basing the security of his package on the security of the outside service that he is relying on. Essentially, it only takes one weak link to break a chain, and the higher the efferent coupling, the more chance of adding weak links to the security chain of a program.

One effect of Ce and attack surface being closely linked is that a high Ce value means that a program is much more difficult to maintain. A change in one package might force changes in many others, because of the dependencies inherent in high coupling. This makes a program more difficult to patch. However, with a higher attack surface, the necessity of patches is much more likely in order to improve the software’s security.

Thus, having a strong predictor of attack surface, like Ce, is extremely helpful. Rather than waiting to develop and deliver a challenging software patch, during the design phase developers should strive to lower their Ce metric values in order to reduce their future attack surface. This approach would likely lead to a more secure computing world.
FUTURE RESEARCH

This empirical research shows that design metrics are a feasible predictor of attack surface size. In the future, research in this area should be taken in several different directions. First, other languages should be analyzed to determine if these Java specific findings still hold true.

Another avenue of research would be to pinpoint offending packages or portions of code. Currently, the selected design metrics are collected for the application as a whole. While these design metrics may be able to predict attack surface measurements, they are not able to specify the area of design that most contributes to attack surface. Having that knowledge would allow developers to more easily adjust their design in order to improve their attack surface measurement.
CONCLUSION

In summary, design metrics appear to be feasible predictors of attack surface size. Considering attack surface and program security during the design process could potentially lead to a smoother development process while yielding more secure applications.
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