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Abstract:

As an incoming Freshman at Ball State, I knew two things for certain: I had a passion for theatre, and I wanted to pursue a career in video. For all I knew, these were separate worlds. Theatre is based on live performance, and is meant to be beautiful in the moment. Often times video recording is prohibited in theatrical performances not just for legal reasons, it is simply not how the art form is meant to be consumed. Theatre is meant to be seen and experienced live and in person. Video on the other hand exists in a world of re-takes and post enhancements that allow it to be fine-tuned into a perfect and deliverable product. Combining the worlds of live and raw with edited and specific was something that I only imagined was possible, that is, until I found projections.

Projection design is the art of creating and integrating assets such as video clips and motion graphics, with technology through projectors, cameras, monitors, even LED walls. This can be used to enhance a performance for theatre, dance, concerts, etc. However, projections can be taken one step further. Instead of simply playing content and projecting it into a space, I wanted to explore interacting with the content as well. When it comes to the interactive world, there are an infinite amount of possibilities, and from all of my projection design experience from designing theatrical shows, I have never been asked, or challenged, to do an interactive piece. For my Honors Thesis Project, I would like to combine both research and creative components to create an interactive projections piece.
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Process Analysis Statement

As projects go, I began with research. What are all of the things I need? I boiled it down to three specific areas: camera, projections program, and media server. The following is how I came to choose the devices that I used in my final thesis, and how I implemented them into a working interactive system.

Camera

A camera was integral to my set-up because I needed a way to capture moving data in order to have an interactive component to the project. Just like you might see in a movie theatre, anything that a projector outputs is better seen when there are no additional lights. For projections to show up well, there needs to be little light within the space it is being projected in. This is the reason lights are dimmed when a movie begins in a theatre: it enhances the experience, as well as allows for a clearer image. Therefore, I concluded that an infrared camera was the perfect solution for this particular project. Infrared allows a camera to function in low light because instead of being concerned with data extracted from the amount of light in the room, it can collect data based off of heat signatures.

As for the kind of infrared camera, I knew I needed something that would actively talk to my projections mapping program, Isadora, which I will further explained in the next section. I found that the Xbox Kinect was an inexpensive solution and suited all of my needs. Kinect cameras were a line of cameras produced by Microsoft. At first, the Kinect was made and used as a gaming accessory for the Xbox 360 and other video game consoles. Kinect’s have a motion sensing input. Through a camera, depth sensor, and an internal infrared laser projector, it is able to capture video in 3D. Although this device was originally created for the gaming world, several developers and creatives quickly started using it for their own projects due to its’ stellar motion capture ability.

One of the first roadblocks that I encountered was that the Kinect camera is formatted to work on a Windows computer. My laptop is a Mac, so naturally there were some issues with connectivity. To problem solve this I looked for drives that I could install onto my personal computer and used those to allow the two devices to speak to each other. There was a project that I found on GitHub, a code sharing website, that had software written specifically for connecting the Kinect device with Mac OS software. I then downloaded a software called Processing. Processing is a flexible software sketchbook and language tool for learning how to code within the context of the visual arts. By using this program, and implementing the Kinect language coding from the Github project, I was able to establish a working connection between my Microsoft Kinect camera and Mac computer.
Next, I needed to find a projections program that would let me create the interactive commands. Essentially, a program to take in the data from the Kinect camera and turn it into usable information that I could create effects for. For this, I chose Isadora. Isadora is a projections program that artists, designers, and performers who want to add video and interactive media to their performance projects use. The software is an interactive media playback platform that allows for the control of display for video and media assets. It can be used for programming of cues and visual effects and for the control of how media appears once it is projected. Is it playing only in the upright corner? Are there 12 clips playing over the screen at once? Is it a circle, rectangle, triangle? This is all customizable within the program.

To start, I needed to beta test that I could get a graphic to appear based off of movement, any movement. At this point in the process I had yet to select my camera. I made a test program that created content based off of my mouse movement. Photo (1) below is no movement, and Photo (2) shows a dotted line graphic that followed my mouse. Next, all I needed to do was have Isadora recognize my hands and produce a graphic from human movement, instead of mouse movement. It sounded easy in theory, but this was actually one of the longest portions of the project.
Once I got the Kinect to talk to Isadora I worked with a preview window that would actively show me what was being seen by the Kinect device. This can be seen below in Photo (3). Using the code that I implemented with Processing, I was able to see skeleton data tracking major points on the body: torso, hands, legs, feet, etc. By viewing the streamline set up, (Photo 3), I was able to label all of these for clarification. However, since I was only interested in “drawing” for the interactive part of it, I disabled all of the channels that were not the right and left hand. This proved to be a good choice due to the overwhelming amount of data that the Kinect camera processed later on in the project.

Through research, I discovered the way that the Kinect would talk to Isadora is through Open Sound Control, or OSC. Open Sound Control (OSC) is a protocol for communication among computers, sound synthesizers, and other multimedia devices that is optimized for modern networking technology. I implemented an OSC actor into my workspace. An actor (which is an Isadora program term) is simply a tool that I can drag into my workspace and begin manipulating. An example of what an actor looks like in the program, specifically an OSC actor, can be found in Photo (4) below.

With the OSC actor I was able to customize what channel, or body part, I wanted to receive data from. For my project purpose, channel 6 related to the left hand, and 9, the right. If you notice, in Photo (4) above, the value has a specific number attached to it. Originally, I was unsure which value the actor was outputting. In a 3D space there are three values to be concerned with: x, y, and z. The x coordinate is right to left, the y coordinate is top to bottom, and the z coordinate (which is what makes it 3D) is forward and backward within the space. The fact that only one value was outputting became a problem because all three needed to be
active for the movement to react correctly. This was an issue I struggled with for a while in this project, so I took to the internet to research some possible answers.

Fortunately, I found a forum on the Troikatronix (the company that makes Isadora) website that pointed me in the right direction. Due to the fact that I had assigned numbers to the channels, and disabled all but two (for the hands), meant there were several numbers unused. I routed two new OSC actors, and gave them the value of the next two corresponding channels. In the case of the left hand, 7 and 8, the value output was no longer just one coordinate. It was now able to output x, y, and z values by using all three actors. When cross referenced with my original streamline set-up (photo 3), it proved that the 7 and 8 channels were now outputting the y and z axis of the left hand. I repeated this step for the right hand as well. An example of the added OSC actors can be seen below in Photo (5).

![Photo 5](image)

Unfortunately, even though the values were updating based off of movement from my subject, no graphics appeared on screen, as they had when the graphics were connected to my mouse movements. I hypothesized that this could be because the values were too extreme for the computer to handle, to fix this, I added a calculator actor which divided the numbers into a readable scale for the program. This brought down the values from three digits to two. This can be seen below in Photo (6).

![Photo 6](image)
Now that the values were all being communicated, I ran into another issue. Some values, based on where my subject was, were appearing as negatives. This was confusing the system, and rendering the interactive graphics to be glitchy, or unresponsive all together. To fix this, I added an absolute value coordinator. This allowed all outputs to be read as positive figures, finally allowing the interaction to work properly. This can be seen below in Photo (7).
As an additional challenge, I wanted to not only make a working interactive projection model, I also wanted to learn how to use some of the more advanced equipment that the theatre department had, and was not being utilized. Green Hippo is a company that creates a media server device called the Hippotizer. A media server is a computer appliance dedicated to storing various digital media files, in this case, video and graphic files. These servers are specialized for media streaming, and can help compute large files, at high resolution, without overworking your personal computer. A Hippotizer processes video feed and creates a high resolution playback. It is an industry standard, and although I was only able to work with a version 3, (somewhat outdated now), it allowed me to learn valuable transferable information. I knew that by challenging myself to learn this machine as well, it would prepare me for working with these machines in the industry.

To get my Isadora program to connect to the Green Hippo media server, I needed a way for my two devices to talk to each other. To do this, there is a tool called Art Net, which is a communication protocol. A communication protocol is a system of rules that allow two or more entities of a communications system to transmit information to one another. In this case, that would be my Isadora program, sending information to the Hippotizer using Art-Net. Art-Net is a simple implementation of DMX512; a protocol in which lighting control information is conveyed in IP packets, on a private network such as ethernet. Supported functions include transmitting and receiving lighting data, and in this case, video data. First, I started with a wired hookup, directly connecting my laptop to the Hippotizer machine through ethernet, Photo (8).
To implement Art Net, I then added some Art Net and Matrix Value Send and Receive actors. This set up a communication line between the devices. See below for signal flow in Photo (9) and (10). Essentially, the Matrix values were all assigned channels from the x, y, and z outputs of the OSC actors. It was then converted into 512 hexadecimal codes, that were then sent out through ethernet, and inputted into the Hippotizer program.

Next, I programmed my computer’s Network IP (Internet Protocol) address into the actor, so the information could be sent from my computer, into the media server’s machine.

Above, you will see the main set up of the Green Hippo Hippotizer software in Photo (11). The bottom portion shows the folders where media files can be stored. This is where I was able to implement my own files. For this project, I created a base layer to look like traditional Japanese Sumi paper, Photo (12), as well as an ink brush like stoke to drag across the screen, Photo (13).
The rest of the controls seen in the window above is filled with various values, colors, and scales that I can use to edit the video content how I'd like.

Although I was able to load my own content into a video folder on the device, the interactive component, or the brush stroke, was not yet working through this machine. After researching, I realized that just as I had to connect the Xbox Kinect to Isadora by using an OSC actor, I had to do something similar with the Hippotizer. So, I used something called Pin Bridge, a feature within the Hippotizer program that helps connect the x, y and z nodes, or data points, from the Kinect camera to the media server.

To do this, I went to the User Menu, and opened up the "Pin Bridge" function. From there, I had to manually add all of the point values that I wanted the media server to recognize. For example, in my Isadora program, each hand corresponded to 3 points of an x, y, and z value. So I created 6 pin bridges in order to correspond, and match the data inputted from Isadora. Next, I had to go in and manually select where I wanted each pin to receive data from. By clicking the add button, I navigated through the servers' connections and chose my selected layer, in this case a mask, and connected the layer to the positional values outputted by Isadora on the respective x, y, and x coordinates. Documentation of the menu navigation is provided below in photos 12, 13, and 14.
After hooking it up to a projector, now, I finally had a working model of an interactive projection using an infrared camera, a projection mapping program, a media server device. See photos 15-18 below for documentation.
Future Plans

While working with the Hippotizer, I ran into a lot of issues trying to create the graphic content that I wanted. Not only was this an older model of a media server, and therefore did not have as many features as I would have liked, a lot of times the system became overworked, and would continually crash. This turned five hour work sessions, into hours of rebooting and restarting equipment, hoping it wouldn’t crash again. My thesis advisor was wonderful in helping me fix the mechanical issues I was having, and all in all, it helped me understand how to go about problem solving mechanical issues in the future.

Although the goal of the project was to learn how to create a working interactive projections model, and was not necessarily focused on the design aspect, I want to continue working on manipulating footage, and applying effects to it with the Hippotizer machine. Within my research, I also found several other ways to generate content that would continually interact with a moving subject. I want to further explore programs like Notch and grow in both my technical and design skills within the projections field.

When I set forth on this project, I wanted to understand, not just how to design an interactive piece, but instead, how to make one function. I wanted to take the time to understand all of the technical elements, collect the gear needed, build a program, and hook it all up myself to make a solid functioning signal line.

The theatre department itself also does not have an active program in teaching projections, as it does with lighting, costumes, make-up etc. I hoped that by showing such a great interest in using the gear and tech that the university already owned, that there would be interest built, and curiosity peaked by the other students, enough to explore this area in the future.
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