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Abstract

Text retrieval is an important area of research. As information and methods of its storage have proliferated, the need to have efficient methods of locating subsets of this information has increased as well.

The Internet is serving to catapult the size of present-day text collections past those of only fifty years ago. Accordingly, Internet search engines are a hotbed for information retrieval research.

A widely-researched text searching method involves modeling a text collection in a term-by-document matrix, and evaluating the documents’ relevance to a query with simple linear algebra.

This document presents one such system, the possibilities for future research incorporating ideas of that system, and computer code with a Web interface, written in C++ and Perl, that implements the Web search engine
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Introduction

Text retrieval, the Internet, and search engines

Over the past six centuries, the volume of written resources has grown exponentially. The timeline in Figure 1 shows the increase in size of Western text collections, primarily over the past two millennia.

Figure 1: Increase of information over time: represented by quantity of information stored in Western libraries (with the exception of Alexandria); source: Ned Fielden, San Francisco State University.¹

Such vast bodies of work require effective retrieval methods to ensure their utility. The advent of large, Internet-based text collections in the form of World Wide Web pages and newsgroup posts has increased the urgency of that need greatly.

Many researchers have sought to develop an information retrieval solution suitable for use on the Internet. Some details about major search engines are presented below:

**1990: Archie**

Before the advent of the World Wide Web, Alan Emtage, Peter Deutsch, and Bill Wheelan created Archie to index anonymous FTP sites. If a user knew the name of a file they intended to download, they could use Archie to find a FTP site where it was offered. Archie used a data gatherer, and a regular expression matcher for retrieving file names matching users' queries [17].

**1993: Robots**

The World Wide Web Wanderer, created by Matthew Gray, was the first robot on the Web. Archie used a similar program to automatically build its index, but that was via FTP. Several other Web-indexing robots were also created in 1993 [5].

**1993: Excite**

Six Stanford undergraduates built the Excite search engine to utilize word relationships in order to provide query results [5].

**1994: Yahoo!**

Originally a hand-maintained directory of hierarchically categorized Web content, Yahoo! is now more automatically maintained. In its formative years, Yahoo! experienced a great deal of success due to the inadequacy of robot-built indices [11].

**1994: Lycos**

Lycos, having been developed by Michael Mauldin at Carnegie Mellon, was launched in July of 1994. Features key to its success included: ranked relevance retrieval, stemming [13, 15], and word proximity matching. Lycos’ index was also larger than that of any other search engine. At launch, Lycos had cataloged 54,000 documents. In January 1995, the number had increased to 1.5 million. By November 1996, Lycos had indexed over 60 million documents [4].

**1995: AltaVista**

Digital Equipment Corporation (DEC) developed AltaVista, and included a number of substantial innovations [5]:
Natural language queries allowed users to ask questions.
Advanced searching techniques allowed users the luxury of Boolean operators.
Newsgroup indexing allowed such content to be searched.
An open database allowed users to add and delete their own sites.
Link indexing allowed users to search for all pages linked to a given document.

1997: Google
Google, founded by Sergey Brin and Larry Page, is now established as the leading Internet search engine. As of the writing of this document, Google has indexed 3,083,324,652 Web pages. The system uses a combination of linear algebra, probability, and word and document relationship analysis, computed on a cluster of over 10,000 computers to provide search results [10].

Today, thousands of search engines are available on the Internet. While Google is comfortably in the lead, other groups continue to foster innovation as well. Current areas of interest include ontology (knowledge representation), belief networks, inference networks, the Naive Bayes learning algorithm, and document clustering [12].

Structure of this document

This document describes the ideas and decisions behind the development of a simple, linear algebra-based Internet search engine.

First, key concepts are discussed. With an understanding of these ideas, anyone should be able to see the possibilities for using linear algebra in text retrieval.

Next, important choices made during implementation are explained. The rationale behind these choices may lend direction to those interested in building upon this work.

Finally, several possibilities for future research are listed, along with brief explanations.

The references section of this document contains, in addition to those works cited directly, information about resources that served as inspiration. These un-cited publications contain enough technical details to satisfy the most inquisitive of readers.

The appendices contain details concerning the implementation of this text retrieval system.

A Web search that implements the ideas presented in this thesis, for the bsu-cs server, can be found at http://68.51.107.94/thesis/. In addition, this document and the associated source code are available.
Discussion

Concepts that form the foundation of this project

A large collection of documents can be represented as a term-by-document matrix

A matrix $A$ can be constructed such that the frequency of each term $i$ in each document $j$, is stored at $A_{ij}$. To build this matrix for bsu-cs, Dr. Baglama and I wrote a simple index-creator$^2$. Beginning with a list of known Web pages, the script analyzed each document encountered. Word frequencies were recorded, and links to other bsu-cs Web pages were extracted. Those links were both added to the page list, and tabulated as possible indicators of document importance (more links to page $x$ implies that page $x$ is more important). Note that common words such as "the" and "how" have little intrinsic meaning [1]. Therefore, we created a list$^3$ of "stop words" which were excluded by the matrix-forming code. After several hours of parsing, the index-creator, in conjunction with a script$^4$ to organize each page's raw data, produced a $26257 \times 3557$ sparse matrix. The pattern of that data, represented in a matrix, can be seen in Figure 2.

![Figure 2: A graphical representation of the 26257 x 3557 bsu-cs term-by-document matrix.](image)

---

$^2$ The source code for this script, "getpage", can be found on the project Web site.

$^3$ The list of stop words used in this project can be found on the project Web site.

$^4$ The source code for this script, "parse_wordlist", can be found on the project Web site.
A key word query can be compared to each column of a term-by-document matrix

If a user supplies a list of key words, the relevance of those words to each of the documents in the term-by-document matrix $A = [a_1, a_2, \ldots, a_n]$ can be determined. A common measure of such is the cosine of the angle between the query vector, $q$, and each document (column) vector, $a_j$ [3]. If the query is represented by a vector $q$ and the term-by-document matrix as $A$, the cosine of the angle between $q$ and a document $a_j$ is found by:

$$\cos \theta_j = \frac{(a_j^T \cdot q)}{\|a_j\|_2 \|q\|_2} \quad j = 1, \ldots, n$$

where the Euclidean vector norm $\|x\|_2$ is defined by $\|x\|_2 = (x^T x)^{1/2}$, the square root of the dot product of $x$ with itself [3].

The results of this computation can be stored for all documents, $j = 1, \ldots, n$. If the cosine of the angle between two vectors is one, the vectors are parallel. However, if the cosine of the angle is zero, the vectors are orthogonal [14]. Therefore, a cosine closer to one implies that a document, $a_j$, is relevant to a user's search vector, $q$. In general, documents not exceeding some cosine threshold, which is determined experimentally, are returned to the user [7]. The C++ program

5. “search”, uses this idea, and a threshold of 0.132, to provide users with query results.

Rank-reduction improves the term-by-document matrix

The rank of a matrix is the dimension of the column space of that matrix [14]. For example, the term-by-document matrix in Figure 1, has rank \leq 3557. So, for the term-by-document matrix $A$, a rank-reduction involves removing unnecessary documents, e.g. a Web page mirror. These are eliminated with the consequence of improved search results.

This project uses a truncated singular value decomposition (SVD) [9] to approximate $A$.

Let $A$ be an $m$ by $n$ matrix, then the truncated SVD is given as

$$AU = VS$$

where $U$ is an $n$ by $k$ orthogonal matrix ($U^T U = I$), $V$ is an $n$ by $k$ orthogonal matrix, and $S$ is an $k$ by $k$ diagonal matrix. For a small value of $k$ we have $A \approx VSU^T$.

Several benefits arise from this usage:

- Noise and uncertainty, present in all large databases, are reduced [1].

5. The source code for "search" can be found on the project Web site.
• Word usage is estimated across documents [2]. This helps to compensate for polysemy, the situation in which a word has multiple meanings.
• Queries may return relevant documents containing none of the user’s search terms. The SVD models a latent semantic structure assumed to be present in the document collection [2].
• The speed with which calculations can be performed is increased because $A$ is replaced by a SVD approximation.

Choices made and why

Use C++ for matrix operations

Several factors contributed to the decision to use C++ for performing matrix operations, instead of using another language like C, Java, or Perl:

• The C++ vector and string libraries eliminated many possible programming mistakes by handling pointer manipulation automatically.
• The ability to compile an executable binary of the search-performing code quickly eliminated Java, Perl, and other interpreted programming languages from contention.
• The C, C++, and Fortran programming languages are widely accepted as excellent environments for producing linear algebra programs.
• The C and C++ programming languages are the first choice in the Ball State University computer science department. As such, tools and knowledge are easily located.

Use Perl for indexing

Choosing to use Perl for building the term-by-document matrix was easy. The mature text-processing capabilities are well-suited for parsing thousands of documents. In addition, the Comprehensive Perl Archive Network\textsuperscript{6} (CPAN) provides easily accessible documentation for Perl modules that were used.

Refrain from the use of complicated weighting schemes

Generally, linear algebra-based text retrieval systems use a combination of three weighting schemes: local term, global term, and document weighting [1]. The main ideas of these schemes are:

• Terms that appear many times in one document must be important to that document.
• Terms that are concentrated in a few documents must be descriptive terms that are present only in discussions of a certain topic.
• Terms should be assigned a relative value according to the size of the document in which they occur.

\textsuperscript{6}http://www.cpan.org
These are all valid observations. However, after experimenting with weighting techniques, a decision was made to simplify. By experimentation, we found that too much weighting negated the benefits sought. So, only raw term frequency was used.

Possibilities for future research

Develop new weighting schemes

New weighting schemes could draw from many properties of text collections:

- location of term in document
- HTML elements, and their relation to the term
- punctuation of the term
- frequency of term in: collection, document, or section of document
- links to and from the document
- the content of linked documents
- the modification date of the document
- how often the document is selected, by a user, from query results

Increase the efficiency of the search process

The "search" program performs thousands of calculations for every query. Small improvements in the algorithms used can result in significant performance increases. Since the term-by-document matrix is sparse, there may be more efficient methods for operating on it than those provided by the C++ libraries used in this project, such as M. Berry’s SVDPACK, http://www.cs.utk.edu/~lsi/.

Use an adjacency matrix of documents to rank pages

An adjacency matrix is a representation of edges between vertices in a graph. Rows and columns are labelled with graph vertices. For each element of the adjacency matrix $M$, the value, $m_{ij}$, is one if there is an edge between the vertices $i$ and $j$ [19]. A collection of Web pages can be modeled in this way$^7$.

An interesting application is that the number of $k$-step sequences between vertex $i$ and $j$ in a graph with adjacency matrix $M$ is the $(ij)$ entry in $M^k$. So, the number of links separating two documents can be determined. This information could, then, be used to augment a weighting scheme.

Modularize the server-side processes

$^7$ http://slashdot.org/articles/02/03/07/201259.shtml?tid=134
Loading a large matrix from disk for every query is extremely resource-intensive. Currently, the search program performs this and other expensive operations during every execution. A straightforward improvement to the system would involve separating the C++ code into two programs: a client, and a daemon. The two applications would communicate via sockets.

The daemon would prepare the collection index and perform calculations:

1. Load term-by-document matrix, term vector, and document vector.
3. Await signal from client.

Upon reception of a user's query from the search client, the daemon would:

1. Form a query vector from the search terms.
2. Compare the query vector with each document vector.
3. Return a list of relevant documents to the client.

The client would simply receive users' search terms from the interface, and send the appropriate signal to the sleeping (resident in memory) search daemon. Then, it would wait to receive the search results.

**Conclusion**

Advanced information retrieval methods are crucial to making today's large text collections useful. This project establishes a foundation on which students at the undergraduate or graduate level can explore new possibilities. The final results of this project produced a working search engine for the bsu-cs sever, located at http://68.51.107.94/thesis/.
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Appendices

Appendix A: Relevant programming libraries
The code packages below are closely related to or used by this project. Many other, similar packages exist and should be evaluated when considering follow-up research.

GSL (GNU Scientific Library)
http://www.gnu.org/software/gsl/
language: ANSI C
version: 1.2

GSL is available under the GPL (GNU Public License). So, its source code is freely available and modifiable. The GSL provided matrix operations and data types for this project. Also, an interface to the CBLAS (C Basic Linear Algebra Subprograms - http://www.netlib.org/blas/) is provided. This proved useful for operations (dot product) not directly provided by the GSL.

LAPACK (Linear Algebra PACKage)
http://www.netlib.org/lapack/
language: Fortran 77
version: not used

There is a C version of LAPACK (CLAPACK). Neither the Fortran nor the C version of LAPACK was used in this project. The installation and documentation seemed less accessible than those of GSL. Note, however, that LAPACK is a respected linear algebra library, and, like GSL, is based upon BLAS.

Socket.pm
http://search.cpan.org/author/JHU/perl-5.8.0/ext/Socket/Socket.pm
language: Perl
version: 1.3

This Perl module was used by the index-creator (getpage), to open http connections to pages served by bsu-cs.