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1 INTRODUCTION

With the development of Internet of Things and technology on smart home, realization of health-care system for medical industry is desired as well as a security system [24]. There are many potential damages to school-age children and elderly people. For instance, the potential crash that will occur when children jog or do more intensive motion in the home [14]. And elderly people have the potential to fall at any moment, when they try to stand up or sit down [24]. Hence, utilizing the smart sensors to recognize the human activities has become an active area of research. In this area, smart home system has an advance development in computing, ambient intelligence and miniaturization of technology to provide a quality life.

In smart systems, one critical capability required is recognizing residents activities in their daily lives. Some smart systems are supported by camera videos, and more smart systems recognize the users activities depending on the wearable sensor data. However, the camera video has potential privacy invasions [32]. Because they often take off or forget to wear sensors, information on elderly people and school-age children is always unreliable when collected. Thus, it is of ultimate interest to design a passive and non-invasive IoT system for an active smart environment.

In this thesis, we propose a smart home system including two main functions: tracking a user’s location and recognizing the activity. For tracking users’ location, we propose a IoT solution, Distance based Localization and Tracking (DiLT), which collects data by using commodity off-the-shelf ultrasonic sensor for minimal invasion to localize and track a user in an environment. DiLT uses distance as special “signal” and adopts high-degree signal processing techniques to reveal detail dynamics embedded in the sensed
data. The algorithm has the following highlights: First, to address the challenge of noise in ultrasonic measurement, we design a robust mechanical beamforming ultrasonic system that expands the ultrasonic sensing range and capability of conventional ultrasonic sensors. The mechanical beamforming ultrasonic system can collect direction-aware data and suppress noise in data measurement. Second, this work designs a data processing algorithm to remove exceptional and noisy data from the collected data, and transform the multiple sampled data sets into a single data set. Third, we design a contrastive divergence learning algorithm to localize a user based on the sensed distance data with high accuracy. Forth, this thesis proposes a Binary Backoff (BNB) algorithm to track down the change of user location.

For recognizing the activity, we propose a solution of indoor Human Activity Recognition based on Ambient Radar sensors, HARAR. This work considers four types of indoor activities: sit-to-stand, stand-to-sit, walking and jogging. The algorithm has the following highlights: 1. it proposes a chain of signal processing algorithms to: 1) remove the exceptional measurement and interpolate the replacement, 2) filter out the static background reflections to keep only the motion reflections, and 3) transform the signal data into relative location changes with rich features. 2. it designs: 1) an algorithm to separate the sequence of activity mixture into individual activities, 2) a lowpass filtering algorithm to remove the unwanted noisy components in the data for accuracy, and 3) a motion intensity based classification method to separate sit-to-stand and stand-to-sit from walking and jogging. 3. it uses miniature radar to emit signals at 16 pulse per second while the measurement of the reflected signal occurs at a very high frequency of 128 KHz to capture very fine dynamics of activities. 4. it invents two features: slope gradient and relative
velocity to recognize each activity finely with the $k$-means machine learning algorithm.

In the remaining of this thesis, the brief overview of activity recognition and related work are presented in Section 2. Section 3, introduces the basic background including fundamentals of testing device and type of collected data. Section 4 next discusses the detail system design of DiLT, including the physical design, data processing, localization and tracking algorithms. Section 5 discusses the detail system design of HARAR, including the data preprocessing, coarse activity classification and fine activity recognition. In Section 6, extensive evaluation results have been presented. Section 7 concludes this work.

## 2 RELATED WORK

### 2.1 Activity Recognition

Human activity recognition is a kernel construction block behind smart home applications. It takes the raw sensor reading as inputs to predicts a residents motion [29, 34]. Many previous researches are equipped with various sensors, including accelerometers [30], Gyroscope [12], light sensors [28], temperature sensors [8], video [15, 22], etc. There sensors become a rich data source to record various aspects of residents life. For instance, wearable sensors are designed to be worn on human body in daily activities. They record residents physiological states, such as step changes, moving directions, speed, etc [16, 30, 34]. In the [16], the authors described utilizing a body worn wireless accelerometer to be used in the real-life application of patient monitoring. Their algorithm collect data from a single, waist-mounted triaxle accelerometer to classify gait events into
multiple daily living activities.

Moreover, many researchers have explored activity recognition based on multiple algorithms analysis [9, 13, 37]. In [37], the authors investigate daily living analysis from visual data gathered from wearable cameras. In particular, they use multitask clustering algorithm derived motion features from complex images data. The authors of [13] focus on discussing prediction algorithms to bring about next event recognition. Their Episode Discovery helps in finding the frequency of occurrence of particular events.

2.2 Radar Sensor

Radar sensor has been widely used as a sensing modality for interactive systems and applications, because they do not depend on lighting, noise or atmospheric conditions [26, 35]. Google ATAP team has designed an mm-wave radar system Soli [27] based on 60GHz signals to capture subtle motions in gestures. Soli receives reflected signal and uses signal processing techniques to extract features and employs machine learning to recognize different gestures with classification algorithm. Moreover, in [38], the authors investigate the use of Doppler radar sensor for occupancy monitoring. They extract different levels of activity, which is detected by post-processing sensor signals, to monitoring the situation of room occupancy.

2.3 Ultrasonic Sensing

The fundamental principle of ultrasonic is similar to radar sensing on radio waves. The ultrasonic wave has a frequency higher than the frequency of the sound wave by more than 20 kHz. Ultrasonic sensors consist of an ultrasonic transmitter and a receiver. In
working, the ultrasonic signal is emitted from the ultrasonic transmitter. When the signal hits an object, the signal is reflected and received by the ultrasonic receiver [5]. The signal is then delivered to a micro-controller for further processing to calculate the distance to the object.

2.4 Ultrasonic Localization

Previous efforts have been attempted to use ultrasonic for localization. Two of such efforts most related to our work are the solutions proposed by Nishida et al [31, 32]. In the first work [32], they have multiple ultrasonic transmitters and receivers installed in a ceiling. This ultrasonic radar system detects human motion at a relatively high vertical position to recognize the location of residents at a home. They additionally use the reflected sound pressure to visualize the position of human in detection area. In their other work [31] extending their first work, Nishida et al propose a three-dimensional ultrasonic localization and tagging system. They use multiple ultrasonic receivers embedded in both wall and ceiling to calculate a three-distance measurement from a tri-lateration detection area. Moreover, Angelis et al [10] also investigate three-dimensional positioning based on ultrasonic sensors. They vary the sampling frequency by selecting different transmitters and receivers to track an object dynamically. Meanwhile, they also explore the miniaturization of the ultrasonic transmitters and developed a systematic method for defining and tagging activities with high accuracy. In addition, ultrasonic sensing has been also used in smart systems other than localization [1, 6, 11, 17, 25, 33, 36, 39].

Many researchers have explored localization based on ultrasonic context-aware computing. In [21], the authors investigate indoor localization with RF systems and ultra-
The indoor positioning system is accessed by multiple ultrasonic emitters. The location is estimated with different ultrasonic signal reflections through marked location points. The authors of [4] develop a portable device to synchronize corresponding ultrasonic location code in a period. The device is configured to receive the timing synchronized information and to transmit a location code based on the received timing synchronization. Google ATAP team has designed an mm-wave radar system Soli [27] based on 60 GHz signals to capture subtle motions in gestures. Soli receives reflected signal and use signal processing techniques to extract features and employs machine learning to recognize different gestures with classification algorithms.

2.5 Beamforming

Beamforming has been widely used as a flexible signal processing technique usually in sensor arrays for directional wireless communications [2]. Medical systems have used beamforming in ultrasound imaging. For instance, a system has been proposed to use the synthetic aperture sequential beamforming (SASB) technique for clinical patient scanning [18]. This system can extract the cancer features from limited image information based on SASB with high quality image.

3 BACKGROUND

In this section, we propose to introduce the fundamentals of radar sensor, the test used in this research, and the type of collected data.
3.1 Radar Fundamentals

Radar sensors transmit radio waves, which can be detected by the radar receiver to illuminate the target in its detection range. In working, the radar signal hits an object, the signal is reflected and received by receiver terminal [24]. The signal is then delivered to a micro-controller for further processing to analyze the amplitude and other parameters for the object.

3.2 Device Selection

In order to implement observed experimental results, we select two different devices for the distinct experiment parts. For tracking users location, we selected the ultrasonic in our system is an HC-SR04 ultrasonic sensor that can detect a distance of 5 to 400 cm (or 2 to 156 in)\(^1\). The servomotors are Micro servo that have an active range of 0 to 180 degree.

For activity recognition, this sensing platform is based on Walabot\(^2\) that has a size of 72 mm \(\times\) 140 mm. Walabot supports multiple antenna pairs to sense a target area and each pair consists of two directional antennas working on different frequency ranges. FCC regulates the wireless operates over 3.3-10.3 GHz range. The average transmission power of both models is about -16 dBm. In this research, in order to simulate an ordinary home circumstance, we configure antennas to work on a medium frequency 7.85GHz. The radar field of the view is approximately 60 degrees horizontally and 15 degrees vertically.

---
\(^1\)Although the sensor specification indicates the range 2 - 400 cm, our actual validation shows the reliable range is 5 - 400 cm  
\(^2\)https://walabot.com/community
3.3 K-means Clustering Algorithm

The k-means algorithm is the process of partitioning a set of data objects (or observations) into subsets. Each subset is called a cluster, such that objects within a cluster are similar to one another, yet dissimilar to objects in other clusters. It has a loose relationship to the k-nearest neighbor classifier, a popular machine learning technique for classification that is often confused with k-means because of the k in the name [19]. Cluster analysis has been widely used in many applications such as image pattern recognition and Web search. Partitioning methods, which are distance-based and use mean to represent cluster center, are effective for small-size to medium-size data sets. In this thesis, we utilize the K-means Clustering Algorithm focus on analysis of the motion features such as velocity in activity recognition part.

4 LOCALIZATION SYSTEM DESIGN

The core idea of DiLT consists of three main parts: (1) collecting static environment background data, (2) gathering instantaneous scenery data, and (3) analyzing the differentiation between the scenery and the background data sets to locate and track an occupant. This section presents the various research challenges that DiLT has to address, the methodologies that DiLT employs and its system components.

4.1 Physical Design

The capability of ultrasonic sensors is so constrained that they can only detect the distance of an object directly in the front. As a result, an ultrasonic sensor can only work
on a very limited angle or space. The first research challenge is to design an ultrasonic system to cover the entire space of a room. We design a mechanical ultrasonic beamforming system by using an off-the-shelf commodity ultrasonic sensor, two servomotors and an Arduino UNO board, as shown in Figure 1.

![System Architecture of DiLT](image1)

Figure 1: System Architecture of DiLT

The result system concept diagram is plotted in Figure 2. This particular design allows each measurement to be collected as a pair of semicircle coordinates (motorangle, distance), which is the data format to be processed.

![Ultrasonic Beamforming Concept](image2)

Figure 2: Ultrasonic Beamforming Concept
4.2 Data Collection and Formatting

The data collection includes gathering both static environment background data and dynamic scenery data. In particular, the motors repeat the rotation from 0° to 180° and then back to 0° for several loops. As a result, each data entry is presented by a pair of metrics \( \text{motorangle, distance} \). The data collected in one task cycle of several repeated rotation loops is formatted as a distance matrix \( X \in \mathbb{R}^{y \times n} \), where \( y \) refers to the number of scanned spots (or angles) in a single rotation loop, and \( n \) refers the number of scan rotation loops in a task cycle. \( x_{i,j} \) is therefore the distance measured for the \( i \)th angle in the \( j \)th rotation loop.

\[
X = \begin{bmatrix}
x_{00} & x_{01} & \cdots & x_{0n-1} \\
x_{10} & x_{11} & \cdots & x_{1n-1} \\
\vdots & \vdots & \ddots & \vdots \\
x_{y0} & x_{y1} & \cdots & x_{yn-1}
\end{bmatrix}
\]  

(1)

4.3 Data Processing

After the raw sensor data are obtained, a serial of data processing has to be performed before they can be mined for observations.

4.3.1 Exceptional Data Removal

It is reasonable to expect that the collected ultrasonic data is noisy because of two causes: (1) the coarse resolution and accuracy of an off-the-shelf ultrasonic sensor, and (2) the irregular surfaces of static objects in an environment. A research challenge is, therefore, to clean the data by removing the noisy data.

The first part is to remove the noisy data out of measurement range resulted from the
accuracy of the sensor and device. For removed noisy data, we replace it with a fabricated data so that this location will not lose its information in the data set. Assuming that two neighbor scanning positions are similar in information, DiLT simply uses the data of its previous scan as the fabricated data for this current position that has noisy data removed. Mathematically, referring to the data format matrix Formula (1), if $x_{i,j} \geq 400$ or $x_{i,j} \leq 5$, then $x_{i,j} = x_{i-1,j}$. After this data preprocess, all data should fall into the valid measurement range of the sensor.

The second part of the data cleaning is to remove the outlier data caused by irregular object surfaces. Our system adopts 50 cm as the threshold to claim a spike outlier because such a distance variation is large enough for an object with a width of only 14 cm to be considered abnormal. With this threshold, the outlier removal is performed as: if $x_{i,j} - x_{i-1,j} \geq 50$ and $x_{i,j} - x_{i+1,j} \geq 50$, then $x_{i,j} = (x_{i-1,j} + x_{i+1,j})/2$. In this filtering algorithm, the removed outlier data is replaced with the mean of its previous and successive scanned data, namely the irregular surface spot is emulated by a fabricated smooth transition spot.

### 4.3.2 Data Transformation

After the exceptional data are moved, the measured data in one task cycle are still in the format of a matrix shown in Equation (1). The $i$-th row $(x_{i,0}, x_{i,1}, ..., x_{i,n-1})$ contains the data measured for the same spot $i$ (or angle) in all $n$ repeated scan loops.

For the transformation, rather than using the mean of the $n$ loops to for each scan spot that takes in inaccurate measurements, our system performs a “Mode” operation on each row of the matrix. The “Mode” operation, by definition, outputs the number
which appears mostly often in a set of numbers. For example, \( \text{Mode}\{2, 3, 2, 6, 2, 5, 2, 3\} \) gives 2 because it appears most often in the set. The transformation with “Mode” operation basically uses the most “likely” reliable measurements in these \( n \) repeats as the distance of a scan spot. Denote \( m_i \) the output of the Mode operation on the \( i \)-th row of the matrix. We have the transformation as:

\[
m_i = \text{Mode}(x_{i0}, x_{i1}, \ldots, x_{in-1})
\]

To further accommodate the likely minor variations in repeated loops, in the transmission, the number at ones of \( x_{ij} \) is deliberately omitted; namely 57 is for example considered as 50. The transformation output is a vector \( M \) that represents the final collected data in a task cycle scanning \( y \) spots or angles. The entire transformation is illustrated as below.

\[
M = Tr(X) = Tr\left(\begin{bmatrix}
    x_{00} & x_{01} & \cdots & x_{0n-1} \\
    x_{10} & x_{11} & \cdots & x_{1n-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{y0} & x_{y1} & \cdots & x_{yn-1}
\end{bmatrix}\right)
\]

\[
= \begin{bmatrix}
    \text{Mode}(x_{00} & x_{01} & \cdots & x_{0n-1}) \\
    \text{Mode}(x_{10} & x_{11} & \cdots & x_{1n-1}) \\
    \vdots & \vdots & \ddots & \vdots \\
    \text{Mode}(x_{y0} & x_{y1} & \cdots & x_{yn-1})
\end{bmatrix}
= \begin{bmatrix}
    m_0 \\
    m_1 \\
    \vdots \\
    m_y
\end{bmatrix}
\]
4.4 User Localization and Tracking

Our DiLT system localizes and tracks a user in a two-step procedure: (1) extracting the distance data incurred by user activities from the measured distance mixture of the user and the static environment, and (2) mining the extracted distance data of user activities to determine the location of a user and track the location change. Before the localization and tracking is performed, the data vector $M_{env}$ of static environment background supposes to have been obtained through the data processing discussed above in Section 4.3.

4.4.1 Localization

After DiLT performs a scanning task on the environment at a certain moment, the data processing will generate a vector $M_{mix}$ that contains the mixture information of the user and the environment background. Denote $M_{user}$ the user data. $M_{mix}$ is a combination of $M_{env}$ and $M_{user}$. With the availability of $M_{env}$ and $M_{mix}$, $M_{user}$ is extracted by a contrastive divergence learning (CDL) algorithm [7] as illustrated on Figure 3.

The CDL algorithm can detect one divergent data of a scanned spot in $M_{mix}$ that
is different from the static background data $M_{\text{env}}$ and extracts this divergent data as a target data. After all divergent data are obtained, based on the consecutiveness of the divergent data, the approximate location can be inferred: \textit{the user locates across the angles that correspond to the consecutive divergent data.}

4.4.2 Location Tracking

One scan task can determine the location of a user with the localization algorithm. Multiple such scan tasks can therefore generate a \textit{streak} of locations of a certain user, namely tracking the user location changes. In our proposed DiLT system, to track the motion of a user, after the user is localized, a set of successive scan tasks will be performed on the adjacent spots of a user localized. It is important to determine how many of the adjacent spots should be scanned: on one side, a too small adjacent region likely misses the target, and on the other side, a too large region hurts the system efficiency.

![Figure 4: Location Tracking](image)

To determine the adjacent region size, the system first calculates how many scanning spots that the localized user expects to occupy. Referring to Figure 4(a), denotes $a$ the target width (aperture), $d$ the distance between the target and the sensor that can be obtained from the measurement. Then, the angles $\theta$ occupied by the target can be
determined as in Equation (2). In our system, because each scan rotates 2°, the number of spots \( W \) occupied by the target is determined by Equation (3).

\[
\theta = \arctan\left(\frac{a/2}{d}\right) \times 2 \quad (2)
\]

\[
W = \frac{\theta}{2} = \arctan\left(\frac{a/2}{d}\right) \quad (3)
\]

After the occupying size \( W \) is obtained, the system uses a binary back-off (BNB) algorithm to decide the adjacent region size as shown in Figure 4(b). Specifically, the system uses \( W^1 = 2W \) as the initial adjacent scan region size to identify the new location of the target in the next scan task. If the target is inside the adjacent region, the new user location can be identified and the new adjacent region will be iteratively based on the new location in the next tracking task. Otherwise, the adjacent region size is too small and the size will be doubled to \( W^2 = 2 \times W^1 \) to localize the moving target, and this BNB will be repeated until the location of the user is identified.

5 ACTIVITY RECOGNITION SYSTEM DESIGN

To enable smart environments with commodity ambient sensors, we propose a solution: Human Activities Recognition Based on Ambient Radar (HARAR). HARAR repeats emitting a 7.8 GHz wireless radio signal about every 0.7 second through a sending antenna. Meanwhile, it actively measures the signal power reflected by human body parts with an array of receiving antennas. It then employs signal processing and machine learning methods to accurately recognize human activities based on the patterns of reflected signal power. We present the detailed system design of HARAR in this section, including
(a) data collection and (b) human activity recognition.

5.1 Sensing Platform, System Model and Data Collection

_HARAR_ uses a continuous-wave radar sensing platform to collect human activity data by following the radar principles [24]. In particular, this sensing platform is based on Walabot\(^3\) that has a size of 72 mm × 140 mm. Walabot supports multiple antenna pairs to sense a target area and each pair consists of two directional antennas working on different frequency ranges. FCC regulates the wireless operates over 3.3-10.3 GHz range. The average transmission power of both models is about -16 dBm. In this research, in order to simulate an ordinary home circumstance, we configure antennas to work on a medium frequency 7.85GHz. The radar field of the view is approximately 60 degrees horizontally and 15 degrees vertically.

Our radar sensing platform emits probing pulse signals \(x(t)\) at a pulse repetition frequency (PRF) of 16 Hz, but within each pulse repetition interval (PRI), the receiver antenna samples the received signal \(y(t)\) at a very high frequency of 8 KHz. Considering human activities usually stay on lower frequencies, such a radar sensing is capable enough to catch activity dynamics. Although Walabot provides APIs to get preprocessed data at coarse resolutions, it does provide a mechanism to extract raw received signal amplitudes at its native analog-to-digit (ADC) rate, which offers the highest resolution of data. Our system exactly uses this raw data option to obtain the highest possible resolution data of signal variation dynamics during human activities.

When a human object is within the detection area, body parts can be modeled as

\(^3\)https://walabot.com/community
a collection of reflective points, as shown on Figure 5. The emitted signal $x(t)$ arrives at and is then modulated by body parts independently. As a result, the radar signal signature $y(t)$ at a receiver antenna is a mixture of those modulated signals. The posture changes of body parts in various activities are expected to result in different patterns in the radar signal signatures. Therefore, by analyzing the radar signal signature patterns, activities are expected to be recognized.

We model the radar frequency response of human activities as a superposition of responses from a collection of $N$ various discrete body scattering points, which can be formulated as:

$$y(t) = \sum_{i=0}^{N-1} \rho_i(t) r_i(t) x(t)$$  \hspace{1cm} (4)

where $\rho_i(t)$ is the complex reflectivity parameter of the body reflective point $i$, $r_i(t)$ presents the corresponding round-trip channel response between the radar sensor and the body reflective point $i$.

It should be noted that the received signal $y(t)$ contains not only reflections from body parts, but also those from environment background. We define background reflections as
“noise” $n(t)$ to the activity signals. Then $y(t)$ follows:

$$y(t) = \sum_{0}^{N-1} \rho_i(t)r_i(t)x(t) + n(t)$$

(5)

As the received signal signature $y(t)$ carries the information of body activities, we use its amplitude $|y(t)|$ as the data to drive our activity recognition and analytics. Based on the radar principle, we define two types of windows: short window and long window. A long window is composed of a number of short windows each of which consists of $n$ consecutive samples of $|y(t_i)|$. The short window size $n$ is empirically determined and it should be small enough to capture significant body part movements in an activity. We denote the data in the short window $k$ as $A_k = (|y_{k0}(t)|, |y_{k1}(t)|, ... |y_{k(n-1)}(t)|)$, and the data of a long window $S$ as $S = (A_0, A_1, ... A_l)$. In particular, our solution has the short window consisting of 500 consecutive measurements of $|y(t)|$. The long window spans an PRI consisting of 16 short windows for 8,000 measurements in total. Therefore, we have the short window data $A_k = (|y_{k0}(t)|, |y_{k1}(t)|, ... |y_{k(499)}(t)|)$, and the long window data $S = (A_0, A_1, ... A_{15})$.

5.2 Human Activity Recognition

With radar signal data collected and formatted into short and long windows, the activity recognition of HARAR is performed with three core modules: (1) data preprocessing that extracts the signal $\sum_{0}^{N-1} \rho_i(t)r_i(t)x(t)$ reflected by human body parts from the received signal mixture with noise, or namely filters out the background noise $n(t)$ from $y(t)$, (2) coarse activity classification that categorizes preprocessed signals into two groups:
high-frequency and low-intensity activities, with a lowpass filter algorithm, and (3) fine activity recognition that recognizes specific activities in each group. The recognition procedure is illustrated as in Fig. 6.

![Figure 6: Block diagram of the Activity Recognition system design](image)

5.2.1 Data Preprocessing

After raw measurements of $y(t)$ are obtained, these data pass through a chain of signal processing blocks that: 1) filter out the background noise from the received mixture measurements, 2) remove exceptional measurements, and 3) transform the data for feature extraction.

**Data Refining:** The collected radar signal data is noisy because of: (1) the irregular surfaces of static objects in a background environment, (2) unexpected other signals, and (3) the imperfect mechanical capabilities e.g. reliability, stability, accuracy and resolution.
of the off-the-shelf device.

The first step of the data preprocessing is to remove those exceptional data in each short window. In our platform, the transmitted radar signal has an upper bound amplitude. After the path loss and multi-path fading, the amplitude of the received radar signal $y(t)$ should be less than that of the transmitted signal $x(t)$. Namely this follows: $|y(t)| < |x(t)|$. Therefore, our algorithm removes a measurement $|y_i(t)|$ if $|y_i(t)| \geq |x(t)|$.

To keep the same number of measurements in each short window, an interpolated measurement is needed. In our solution, the removed measurement is replaced by the mean of its previous and next measurements: $y_i = \text{mean}(y_{i-1}, y_{i+1})$.

**Background Reflection Removal:** Even after the exceptional data are removed, measurements contain both the signal reflected by body parts and by a background environment. One important observation is that, since a background environment is static, there should be no change on its reflection in different radar signal intervals. Namely, the variations of measurements across short or long windows should be only incurred by human body activities. Based on this observation, we design a contrastive divergence algorithm [20] to remove the background reflected signal and keep only reflections by body parts.

As shown in Equation (7), the contrastive divergence algorithm first calculates the divergence of all measurements between every two consecutive short windows, namely $|A_{k+1} - A_k|$, and then identifies and denotes the maximal divergence with its index $i$ as $D_i$, which indicates the activity results in a signal variation peak at the $i$-th measurement in a short window.
\[ D_i = \max(|A_{k+1} - A_k|) \tag{6} \]
\[ = \max(|A_{k+1}[0] - A_k[0]|, ..., |A_{k+1}[n-1] - A_k[n-1]|) \tag{7} \]

**Data Transformation:** After the activity is captured with the maximal divergence \( D_i \) by the contrastive divergence algorithm, we only know its occurrence at a certain measurement moment in a particular short window. To recognize various activities, it is necessary to gain the knowledge of how the location (namely the occurrence moment) of the maximal divergence \( D \) temporally changes across a sequence of short windows. It is the pattern of the temporal location change of \( D \) that indicates various activities. We will use this information across the short windows in each long window \( S \) for activity recognition.

It is difficult to obtain the temporal location change of \( D \). We rather transform the temporal location change of \( D \) across short windows to a relative spatial location change \( L \), which, based on wireless propagation, is defined as:

\[ L_i = |I_i - I_0| \times c/2 \tag{8} \]

where \( I_i \) and \( I_0 \) respectively represent the occurrence indice of \( D \) in the \( i \)-th and the first short window in a long window, \( c \) is the speed of light, and the division by 2 is due to the radar signal round-trip propagation.

The transformation outcome is a vector \( M \) of a long window \( S \), which records maximal divergence \( D \) and its relative spatial locations across a sequence of short windows.
Suppose each long window \( S \) contains \( n \) short windows. \( M \) has a format as:

\[
M = \begin{bmatrix}
  (D_0, L_0) & (D_1, L_1) & \cdots & (D_{n-1}, L_{n-1})
\end{bmatrix}
\]  

(9)

### 5.2.2 Coarse Activity Classification

With the preprocessed data \( M \) across long windows, we further process the data to extract the high-level activity features, which includes (1) identifying individual activity occurrences, and (2) extracting body activity frequencies for each activity.

**Activity Separation:** With a period of time \( T \) modulated into a number of long windows \((S_0, S_1, \ldots)\), the activities occurring over the time period \( T \) can be separated with the data \((M_0, M_1, \ldots)\) over the long windows \((S_0, S_1, \ldots)\). Observing that between two activities there is only static “silent” background environment that results in 0 for the maximal divergence \( D \), the activities are thus separated by a streak of “0”s in \( M \). We define the activity length as a time-span \( T_{\text{span}} \) of the activity:

\[
T_{\text{span}} = t_{\text{end}} - t_{\text{start}}
\]  

(10)

where \( t_{\text{end}} \) denotes the time when the activity ends, and \( t_{\text{start}} \) denotes the time when the activity starts. For instance, if an \( M \) has the data of \((0, 0, D_i, D_{i+1}, D_{i+2}, \ldots, D_n, 0, 0)\), the time of \( D_i \) is counted as \( t_{\text{start}} \); and the time of \( D_n \) is \( t_{\text{end}} \). The time-span \( T_{\text{span}} \) is used to indicate a single complete activity phase. Then, deep features will be extracted over each \( T_{\text{span}} \) for the activity recognition.

**Frequency Filtering:** From frequency domain perspectives, human activities normally occur at low frequencies. For example, walking or running at certain velocities that
cannot be as fast as a car, standing or sitting falling into a motion speed and acceleration range that are relatively small [23]. To further improve the recognition accuracy, we use a lowpass filter, Butterworth filter (BWF) algorithm [3], to remove all unwanted components from the preprocessed data and keep only the human activity data for the recognition. BWF filter focuses on eliminating noises and keeping fundamental activity motion information. It works as:

\[ H(\omega)^2 = \frac{G_0^2}{1 + (\frac{\omega}{\omega_c})^{2n}} \]  

(11)

where \( \omega_c \) denotes cutoff frequency, \( \omega \) denotes the input frequency. \( G_0 \) denotes the DC gain (the gain at zero frequency), which is a constant, and \( n \) represents the order of filter. The output \( H(\omega)^2 \) denotes the gain of the BWF working on the signal of frequency \( \omega \). After the cutoff frequency \( \omega_c \) is set, the processed signal data contains only those frequencies less than or equal to \( \omega_c \).

In our solution, the vectors \( M \) of each separated activity are the input data to the BWF filter. The cutoff frequency \( \omega_c \) is determined according to the research outcomes on frequency and velocity of people walking [23].

**Intensity Based Classification:** In activities: *sit-to-stand, stand-to-sit, walking, and jogging*, *sit-to-stand* and *stand-to-sit* obviously do not result in as much intensity as *walking* and *jogging* do. Therefore, they expect to incur much smaller relative spatial location changes \( L \) than those of *walking* and *jogging*. Therefore, the output of our BWF algorithm is classified into two categories: *low-intensity activities* and *high-intensity activities* based on their relative spatial location changes \( L \). From our extensive tests, \( L=1.0 \) is the best threshold to differentiate these two categories. The fine activity recognition
within these two categories is then performed by exploiting deep features as described next.

5.3 Fine Activity Recognition

After activities into two categories upon the motion intensity in the data, the final activity recognition is performed within each class.

5.3.1 Low-Intensity Activity Recognition

The low-intensity activities includes sit-to-stand and stand-to-sit. From the numerous measurements in these two activities, we have observed that they result in two opposite slopes in the relative spatial location changes $L$ as defined in Equation (8): ascending and descending. This is because, no matter how the radar sensor is deployed, these two activities result in either the body approaching to the sensor or departing from the sensor in the space. In our system where the sensor is deployed on a desk that faces to the upper body portion, sit-to-stand generates an approaching style leading to a descending slope in $L$ while stand-to-sit incurs an ascending slope.

The slope detection is performed as follows. These activities are first separated and extracted over a sequence of long windows with the time spanning algorithm in Equation 10. As a result, each $T_{span}$ contains an activity of either sit-to-stand or stand-to-sit. Since the slope of each activity can be only either ascending or descending, the slope is determined according to the relative spatial location changes $L$ in the $T_{span}$.
5.3.2 High-Intensity Activity Recognition

For high-intensity activities \emph{walking} and \emph{jogging}, they obviously differ in motion velocity. Thus, we use the velocity as the key feature to differentiate them. Reasonably assuming the velocity of the body does not change widely within a few of long windows, with the observation that the motion results in contrastive divergence \( D \) occurring at various indices in a sequence of long windows, the velocity \( V_i \) in the \( i \)-th long window of an activity follows:

\[
V_i \propto \frac{1}{|I_i - I_{i-1}|}
\]

(12)

where \( I_i \) is the maximal contrastive divergence occurring index in the long window. Therefore, rather than getting the actual velocity, we use \( |I_i - I_{i-1}| \) as a “relative velocity” to represent the actual velocity in recognition. After we obtain the velocity, we then use \( k \)-means classification algorithm to different the \emph{walking} and \emph{jogging} activities.

6 PERFORMANCE EVALUATION

In this section, we have extensively evaluated the performance for two designed motion detection algorithms in a real environment.

6.1 Localization Evaluation

We have extensively evaluated the performance of DiLT in a real environment.
6.1.1 Experiment Settings

The evaluation has been performed in a research laboratory (Robert Bell Hall Room 480). This room is complex and noisy, including large furnitures such as desks, tables, chairs and desktops, as well as small devices such as mouses, cables and bottles. A diagram of the experiment setup is illustrated in Figure 7. Small devices are not plotted on the figure. The designed sensor system is placed on the desk 2. In experiments, four locations marked on the figure are tested.

6.1.2 Case#1: System Validation and Background Representation

Our first evaluation scenario is to validate the effectiveness of DiLT in using the distance to represent the static environment background. In the experiment, the room environment has been scanned for ten loops by DiLT. No human or other mobile object exists in the room. With the sensor is incrementally rotated by 2° each time. One scan loop from 0° to 180° results in 91 pieces of data collected. The collected raw distance data are plotted in Figure 8(a). Each line presents one scan loop in these ten loops. As we can observe from the figure, the collected raw data contains a significant amount of noise.
that is indicated by the fluctuations along these lines. After the raw data are cleaned by the data processing algorithm of DiLT described in Section 4.3.1, the environment data is finally shown clean as in Figure 8(b). This test indicates that the data processing to remove exceptional data is effective in using distance to represent the environment.

![Ultrasonic Scan Raw data for Environment](a)

![Ultrasonic Scan clean data for Environment](b)

Figure 8: Static Environment Background Representation

### 6.1.3 Case#2: User Localization

The second case evaluates the localization effectiveness of DiLT. After the static background data is processed in the case#1, DiLT starts a new scanning task to detect a human object in the room. In this test, the human object stays across four different locations. When the user is in each location, DiLT scans for ten loops as it did for the static background. The collected raw sensor data of these four targets are first processed to remove exceptional data, and then analyzed by the localization algorithm as in Section 4.4.1. Figure 9 plots the localization results. The $x$-$y$ plane shows the location information in term of (distance, angle), and $z$-axis is the divergence between the data with user and the static background data without the user. As we can observe, there
are four obvious divergent parts that indicate the four predicted user locations (distance, angle) corresponding to the marked locations in Figure 7.

![Localization for Different Positions](image)

**Figure 9: Localization for Different Positions**

### 6.1.4 Case#3: Location Tracking

This test case is to evaluate the capability of DiLT in tracking the change of the user location. As discussed in Section 4.4.2, the location tracking is performed upon detection of the user location in a serial of successive scan tasks by focusing on the adjacent region. We select the target#2 in Figure 7 as an example to test the tracking algorithm. We collect the data that has the user involved in four successive scan tasks $t_1, t_2, t_3$, and $t_4$. The predicted locations in these four tasks are shown in Figure 10.

### 6.1.5 Case#4: Accuracy

In addition, we have evaluated the prediction accuracy of DiLT in localization. The accuracy indicates how close a predicted target location to its true location in the test
Figure 10: Location Tracking

room. We have performed the test for 20 times with user at various locations. Table 2 shows the results of the accuracy and deviation of localization by DiLT.

Table 1: Localization Accuracy

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy in percentage</td>
<td>76%</td>
</tr>
<tr>
<td>Max deviation</td>
<td>±30 (degree)</td>
</tr>
<tr>
<td>Min deviation</td>
<td>±5 (degree)</td>
</tr>
<tr>
<td>Mean deviation</td>
<td>±12 (degree)</td>
</tr>
</tbody>
</table>

6.2 Activity Recognition Evaluation

We have extensively evaluated the performance of our HARAR in a real environment.

6.2.1 Experiment Setting

The experiments have been performed in the Intelligent Computing and Communication Systems research lab RB305 at Ball State University. The lab room has a “L” shape with 10 desks and some other furnitures such as chairs and cabinets. This room has a wide space to allow people to perform test activities as in regular life. Figure 11 shows the
deployment of the test platform in a part of the room. In *sit-to-stand* and *stand-to-sit*, the human object is 2m away from the radar sensor. In *walking* and *jogging*, the human object moves up to 5m from the radar sensor.

![Experiment Setting](image)

Figure 11: Experiment Setting

### 6.2.2 Activity Detection and Patterns

The first evaluation is to verify the effectiveness of *HARAR* in detecting human body motions and forming activity patterns. In the experiments, the human objects have performed each of those four activities for 30 seconds. During *walking* and *jogging*, the human objects move back and forth. To magnify the details, we have selected the data of the first 150 out of about 430 long windows in each activity. The results are plotted in Figure 12, where *y*-axis of all sub-figures represents the received signal power level in the scale of the radar, and *x*-axis tells the long window number. It can be observed that (1) *sit-to-stand* and *stand-to-sit* both result in clearly lower frequencies and received power levels than *walking* and *jogging*, and (2) the data of *walking* and *jogging* seems continuous while *sit-to-stand* and *stand-to-sit* are bursty.
6.2.3 Coarse Activity Classification

This experiment evaluates the effectiveness of using the BWF frequency filter algorithm and the motion intensity to classify the activities into two coarse categories. The BWF filter algorithm has been applied to the entire 430 preprocessed activity data in each activity that are collected in the experiments in Section 6.2.2. The cutoff frequency $\omega_c$ is loosely set to 3.3 Hz to allow the activity frequencies are captured safely. The results of four activities are illustrated in Figure 13 where $y$-axis still refers to the relative spatial location change $L$. From the frequency domain analysis, sit-to-stand and stand-to-sit have peak frequencies smaller than 3 Hz while those of walking and jogging are larger than 3 Hz. Meanwhile, walking and jogging have mostly resulted large relative spatial location changes (0.5, 3) on the $y$-axis while sit-to-stand and stand-to-sit have the values smaller than 1.0. This meets the expectation and analysis in Section 5.2.2.
6.2.4 Fine Activity Recognition

We have then performed experiments to evaluate the effectiveness of fine activity recognition algorithms in each coarse activity group.

Low-Frequency Activities  In this experiment, the human objects have continuously performed seven *sit-to-stand* and six *stand-to-sit* activities. The data has been first preprocessed to generate the relative spatial location changes $L$ over long windows, which is plotted on the left in Figure 14. We have then used the time spanning algorithm as in Section 5.2.2 to separate activities, and the slope detection algorithm in Section 5.3.1 to determine the activity is *sit-to-stand* or *stand-to-sit*. As a result, HARAR can accurately recognize those seven *sit-to-stand* and six *stand-to-sit* activities.

High-Frequency Activities  In this experiment, the human objects have walked back and forth at random speeds in one minute and then jogged for another minute. After preprocessing, we have calculated the relative velocities as in Section 5.3.2, which is
Figure 14: Relative spatial locations of low-frequency activities plotted in Figure 15 with 880 data points where the dots in blue are from jogging and red dots are from walking. We can observe that the relative velocity clearly shows advantages in differing these two activities.

6.2.5 Accuracy

Finally, we have evaluated the prediction accuracy of HARAR in activity recognition. We have performed all four types of activities totally for 80 tests: 23 walkings, 20 joggings, 17 sit-to-stands and 20 stand-to-sits. Each activity has lasted for 60 seconds. All the data have been mixed together and preprocessed. Then they are passed in the frequency filtering and classified into two coarse categories. Then the final recognition has been performed in each category. The recognition between walking and jogging is performed with $k$-means algorithm based on the relative velocity as in Section 5.3.2. The results are shown in Table 2. The accuracies for walking, jogging, sit-to-stand, and stand-to-sit are respectively: 82.6%, 95%, 82.3%, and 80%. The overall accuracy is 85%. The
Figure 15: Relative velocity of high-frequency activities performance seems not very high, but it is outstanding with only the radar sensor without extra equipment.

Table 2: Prediction Accuracy

<table>
<thead>
<tr>
<th>Recognized/Actual</th>
<th>walking</th>
<th>jogging</th>
<th>sit-to-stand</th>
<th>stand-to-sit</th>
</tr>
</thead>
<tbody>
<tr>
<td>walking</td>
<td>19</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>jogging</td>
<td>1</td>
<td>19</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sit-to-stand</td>
<td>2</td>
<td>0</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>stand-to-sit</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>Accuracy</td>
<td>82.6%</td>
<td>95%</td>
<td>82.3%</td>
<td>80%</td>
</tr>
</tbody>
</table>
7 CONCLUSION

In this work, we describe two novel approaches to track users location system, DiLT, and recognize the human activates method HARAR through commodity off-the-shelf radar sensors. Through the mechanical beamforming supported by a rotational ultrasonic scanning, DiLT preprocesses and analyzes collected data to determine the location of a user and track any location changes. HARAR measures the human activities with radar signals at very high frequency sampling to capture activity dynamics. Window-based signal processing algorithms are designed to remove background environment noise.

For the localization system, DiLT collects data by using commodity off-the-shelf ultrasonic sensors for minimal invasion of privacy, while adopting signal processing techniques to reveal detail dynamics embedded in the sensed data. DiLT consists of a mechanical ultrasonic beam-forming design for omni-space sensing, a contrastive divergence learning to localize a user and a binary back-off algorithm to track the motion of the user.

For the recognition system, this solution designs a set of data preprocessing algorithms, including a data refining algorithm to filter outlier data, a contrastive divergence algorithm to remove background static reflection, and a transformation algorithm to convert the signal data into feature-rich spatial location changes. This solution also develops schemes to separate a collection of various activities into individuals. A low-pass frequency filter is designed to remove unwanted noisy data and the motion intensity is used to classify the activities into two high-level groups. It uses a slope-based approach and a k-means clustering to further finely recognize each activity. From many experiments monitoring laboratory room activity, our proposed recognition algorithms have demonstrated high effectiveness and accuracy in the real environment.
Considering the future work, we expect higher accuracy by using our mode. To improve the accuracy, we can increase the input dataset size and it is necessary to use more sensor data to learn user gestures. We will utilize more machine learning algorithm even the deep learning to test our experiments. Moreover, we will continue explore the depth motion features for recognizing more specific motions in daily lives. Through different kinds of activities, we can learn the users motion feature better. Also, based on our research, the algorithm for user identify will add in the next stage system design, in order to provide more convenient lives in smart homes.
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